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ABSTRACT
Large eddy simulation (LES) is coupled with a turbinemodel to study
the structure of the wake behind a vertical-axis wind turbine (VAWT).
In the simulations, a tuning-free anisotropic minimum dissipation
model is used to parameterise the subfilter stress tensor, while the
turbine-induced forces aremodelledwith an actuator line technique.
The LES framework is first validated in the simulation of the wake
behind a model straight-bladed VAWT placed in the water chan-
nel and then used to study the wake structure downwind of a full-
scale VAWT sited in the atmospheric boundary layer. In particular, the
self-similarity of the wake is examined, and it is found that the wake
velocity deficit can bewell characterised by a two-dimensionalmulti-
variate Gaussian distribution. By assuming a self-similar Gaussian dis-
tribution of the velocity deficit, and applying mass and momentum
conservation, an analytical model is developed and tested to predict
the maximum velocity deficit downwind of the turbine. Also, a sim-
ple parameterisation of VAWTs for LES with very coarse grid resolu-
tions is proposed, in which the turbine is modelled as a rectangular
porous plate with the same thrust coefficient. The simulation results
show that, after some downwind distance (x/D � 6), both actuator
line and rectangular porous platemodels have similar predictions for
the mean velocity deficit. These results are of particular importance
in simulations of large wind farms where, due to the coarse spatial
resolution, the flow around individual VAWTs is not resolved.

1. Introduction

Vertical-axis wind turbines (VAWTs) have attracted renewed attention in recent years due
to their potential to fill important riches in renewable energy [1–7]. For instance, VAWTs
are insensitive to the wind direction and hence do not require any yaw mechanism, and
their drive train system is placed close to the ground [8]. It is also shown that VAWTs can
potentially provide higher power output per unit land area than horizontal-axis wind tur-
bines (HAWTs) [1]. This is mainly due in part to the fact that, unlike for HAWTs, the swept
area of a VAWT can increase, independent of its footprint [9]. However, to date, VAWTs
have not benefitted from as much research and development as HAWTs [8]. For this rea-
son, there are fewer studies that investigate the structure and characteristics ofVAWTwakes
compared to HAWTs.
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Brochier et al. [10] conducted one of the first experimental studies on the wake flow
downwind of a VAWT. They studied the flow field downwind of a model straight-bladed
VAWT through laser Doppler velocimeter (LDV) tests in a water channel. In particular,
they focused on the tip-speed ratios (the ratio between the speed of the blades and the
speed of the incoming flow), λR, at which the dynamic stall occurs. Bergeles et al. [11]
carried out wind tunnel experiments using hot wire in the near-wake region of a Darrieus-
type wind turbine. They reported the mean velocity and turbulence level profiles at two
downstream positions (x/D = 0.55 and 1, where D is the rotor diameter) for different tip-
speed ratios (λR = 4.06, 5.4 and 7.1). They showed that downstream of the turbine, the
wake turns slightly towards the direction of rotation, with a maximum angle of deflection
of 7o at the optimum tip-speed ratio (λR = 4.06). They also showed that the turbulence
level is larger near the edges of the wake, where the mean wind shear is stronger, compared
to the centre of the wake. Recently, Battisti et al. [12] performedwind tunnel measurements
on the wake of a VAWT. They reported the mean velocity and turbulence intensity at one
downstream position (x/D= 1.5) for two different tip-speed ratios (λR = 1.6 and 2.5). They
showed that the wake appears to be asymmetric and deflected according to the rotational
direction of the wind turbine. They explained that this phenomenon is due to the blade-tip
vortex interactions that are stronger in the region of upcoming blades than in the region
of retreating ones. They also showed that the wake deflection is reduced gradually at very
high tip-speed ratios, at which the flow recognises the turbine rotor as a porous cylinder,
with symmetric deflection of the wake. More recently, Araya and Dabiri [13] used particle
image velocimetry (PIV) and compared wake characteristics of a turbine whose rotation is
either driven by the incoming flow or prescribed by a motor. They found that the turbine
kinematics and aerodynamic properties are the only factors that govern thewake dynamics,
regardless of the means to drive the turbine blades.

Besides wind tunnel experiments, some numerical studies have also been used to inves-
tigate the wakes behind VAWTs. Two main approaches have been employed in previous
studies to simulate the flow field through VAWTs. In the first approach, turbine blades and,
consequently, the boundary-layer flow around them are resolved. This method can provide
detailed information about the performance (e.g. turbine loading) and near-wake char-
acteristics [6,14,15]. However, a perceived disadvantage of this approach is its increased
computational complexity which precludes its use to study the wake flow in the real envi-
ronment. Also, the accuracy of this method is strongly affected by the numerical method
and the turbulence model employed [16,17]. The second approach is based on actuator-
type techniques which remove the need for resolving the boundary-layer flow around the
blades. Thus, it significantly reduces the computational cost requirements compared to
full-scale blade-resolving simulations. A disadvantage of this approach is that its perfor-
mance is sensitive to the aerodynamic input data of the blades. Nevertheless, due to the
lower computational complexity, it is the most common method to study the wake flow
downwind of VAWTs. Rajagopalan and Fanucci [18] performed one of the first numerical
studies, using the second approach, to determine flow-field properties and performance of
a two-dimensional VAWT. To simulate the flow, they used a numerical technique based
on Patankar’s ‘SIMPLER’ algorithm [19] in which the turbine-induced forces were mod-
elled using an actuator-swept surface method. Later, Shen et al. [20] used the Reynolds-
averaged Navier–Stokes (RANS) technique to simulate the turbulent flow field behind a
two-bladed VAWT. In their simulation, a two-dimensional actuator surface technique was
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used to parameterise the turbine-induced forces. They compared the obtained results with
experimental data and showed that the actuator surface method combined with an incom-
pressible Navier–Stokes solver is capable of predicting the power coefficient and forces act-
ing on the blades with good accuracy. Bachant and Wosnik [5] compared the predictions
of RANS simulations coupled with a uniform actuator disk model with experimental data.
They showed that the uniform actuator disk approach is not able of accurately predict-
ing the near-wake structure of the wake which indicated the need for improved parame-
terisation models. Recently, Shamsoddin and Porté-Agel [3] and Hezaveh et al. [21] used
large eddy simulation (LES) combined with an actuator line technique to simulate the wake
downwind of a model straight-bladed VAWT. They compared the simulated wake pro-
files with experimental data, and showed that LES coupled with an actuator line model
is capable to yield reasonable predictions of the mean and turbulence statistics in the wake
region.

The present work aims at investigating the structure of the wake behind a VAWT placed
in the neutrally stratified atmospheric boundary layer (ABL). In this framework, a mini-
mum dissipation model [22,23] is used to parameterise the subfilter stress tensor and an
actuator line technique is applied to compute the turbine-induced lift and drag forces. A
brief introduction of the numerical framework and the computational set-up are presented
in Section 2. The validation of the LES code against the available experimental data is pro-
vided in Section 3.1. The spatial distribution of themean velocity and the self-similar prop-
erties of the wake behind a full-scale VAWT placed in the ABL are shown and discussed
in Section 3.2. In Section 3.3, a simple parameterisation of VAWTs in numerical simula-
tions with very coarse grid resolutions is proposed. Finally, a summary and conclusions are
provided in Section 4.

2. Large eddy simulation framework

2.1. LES governing equations

LES resolves the turbulent structures larger than a certain size, while the contribution
of the unresolved small-scale eddies is parameterised. The LES framework used in this
study is based on the filtered incompressible Navier–Stokes equations and the continuity
equation:

∂iũi = 0, ∂t ũi + ∂ j(ũiũ j) = −∂i p̃+ ∂ j(ν∂ jũi) − ∂ jτi j − fi
ρ

− ∂i p∞, (1)

where the tilde represents spatial filtering; ũi is instantaneous resolved velocity in the
ith direction (with i = 1, 2, 3 corresponding to the streamwise (x), spanwise (y) and
wall-normal (z) directions, respectively); t is the time; p̃ is the kinematic pressure; ν

is the fluid kinematic viscosity; τi j = ũiu j − ũiũ j is the subfilter stress tensor; fi is a
body force representing the effect of turbine on the flow; ρ is the constant fluid den-
sity; and �ip� is an imposed pressure gradient. Note that all the variables in this equa-
tion are known except τ ij and fi which need to be modelled as a function of the resolved
field.
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2.2. Anisotropicminimumdissipationmodel

An important class of subfilter models consists of eddy viscosity models. These models
incorporate the effect of unresolved eddies by locally increasing the molecular viscosity via
an eddy viscosity. In this approach, the subfilter stress tensor is parameterised as

τ d
i j = τi j − 1

3
δi jτkk = −2νeS̃i j, (2)

where S̃i j = (∂iũ j + ∂ jũi)/2 is the resolved strain rate tensor, and νe is the eddy viscosity.
Here, we employ the recently developed anisotropic minimum dissipation (AMD) model
[22,23] to calculate the local value of the eddy viscosity without any ad hoc tuning. The
AMD model is a simple alternative to the Smagorinsky-type approaches to parameterise
the subfilter stress tensor. It provides the minimum eddy dissipation required to dissipate
the energy of the subfilter scales and has many desirable practical and theoretical proper-
ties. In particular, it appropriately switches off in laminar and transitional flows; it has low
computational complexity, and it is consistent with the theoretic subfilter stress tensor. The
AMD eddy viscosity model is given by

νe = max{−(∂̂kũi)(∂̂kũ j)S̃i j, 0}
(∂l ũm)(∂l ũm)

, (3)

where ∂̂k = Ckδk∂k is the scaled gradient operator, in which δk is the size of a grid cell,
and Ck is a modified Poincaré constant. The modified Poincaré constant is independent
of the size of the grid cell and its magnitude only depends on the accuracy of the discretisa-
tion method (i.e. order of accuracy) for each direction. In particular, the Poincaré constant
is

√
1/12 for a spectral method [24], and is equal to

√
1/3 for a second-order accurate

scheme [22,25]. The AMDmodel has been successfully applied in simulations of decaying
grid turbulence, in simulations of a temporal mixing layer and turbulent channel flow [22],
and in simulations of a high-Reynolds-number rough-wall boundary-layer flow [23]. More
details on the formulation of the AMD model for the subfilter stress tensor can be found
in [22,23].

2.3. Wind turbine parameterisation

An actuator line technique is used to model the turbine-induced forces. Through this
approach, the lift and drag forces acting on the blades are parameterised using the blade
element theory and are distributed over the actuator lines representing the turbine blades.
Figure 1 shows a horizontal cross-section of the blades. Different velocities, angles, and
forces are shown in this figure. Vlocal is the local velocity of the incident flow at the blade.
� is the turbine angular velocity, and R is the radius of the rotor. Vrel is the local velocity
relative to the rotating blade, and α is the angle of attack. The turbine-induced force per
unit vertical length of the blade is given by

f = 1
2
ρV 2

relc(CLeL +CdeD), (4)
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Figure . Schematic of a horizontal cross-section of VAWT blades.

where CL = CL(α, Rec) and CD = CD(α, Rec) are the lift and drag coefficients, respec-
tively; Rec is the Reynolds number based on relative velocity and chord length c; eL and
eD denote the unit vectors in the directions of lift and drag forces, respectively. To account
for the dynamic stall effect on CL and CD values, the modified MIT dynamic stall model
[26] is employed. This method has been successfully applied in the simulation of VAWTs
[3,27]. The end effects correction, similar to the one proposed by Glauert [28], is also
included in the blade element analysis [29]. During the simulation, the local velocity Vlocal

at the blades is known. Hence, the local velocity relative to the rotating blades Vrel and the
angle of attack α can be obtained. Then, the resulting forces are computed using Equa-
tion (4). Noted that the applied blade forces are distributed smoothly to avoid numerical
instability [30].

2.4. Numerical setup

Equation (1) is solved numerically by discretising the computational domain into Nx, Ny,
and Nz uniformly spaced grid points with the resolution of 
x × 
y × 
z in the stream-
wise, spanwise, and wall-normal directions, respectively. In horizontal directions, pseudo-
spectral discretisation is used, whereas the wall-normal direction is discretised with a
second-order accurate method. Hence, in the AMD model, we adopt Cx = Cy = 1/

√
12

and Cz = 1/
√
3 for the modified Poincaré constant. The nonlinear terms are dealiased

in Fourier space using the 3/2 rule [31]. Time integration is based on a second-order-
accurate Adams–Bashforth scheme. Periodic boundary conditions are applied in the hor-
izontal direction. To avoid the downstream wake flow affecting the inflow of the turbine
due to the periodic boundary conditions, a fringe region upstream of the turbine is used
to adjust the flow from the downstream state to an undisturbed inflow condition [32–35].
At the walls, Monin–Obukhov similarity theory is applied to compute the instantaneous
surface shear stress [36,37].
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3. Results

3.1. Code validation

The validation test case chosen for this study is based on the experiment of Brochier et al.
[10] that consists of a 2-bladed VAWT operating in a water channel. The length of the
channel is 150 cm, and the cross-section of the channel is a square with a side length of
20 cm. The blades consist of an NACA 0018 airfoil with a 2 cm chord length and 12 cm
diameter. The height of each turbine blade is 20 cm. The diameter of the centre column of
the turbine is 1 cm. The velocity measurements are available using LDV at the midspan of
the turbine. In the experiment, the inflow is uniform with a velocity of U0 = 15 cm/s and
a turbulence intensity of about 3%, and the measurements are obtained for the tip-speed
ratio of 3.85.

In the simulation of this case, the domain size in the streamwise, spanwise, and wall-
normal directions are set to Lx = 192 cm, Ly = 24 cm, and Lz = 20 cm, respectively. To
account for the effect of the side walls, in the y-direction, an immersed boundary tech-
nique following Tseng et al. [32] is used. The width of the side wall in which the immersed
boundarymethod is applied is 4 cm. The simulations are carried out with two different spa-
tial resolutions of GR1: 160 × 32 × 48, and GR2: 240 × 48 × 72 to assess the sensitivity of
the simulation results to the grid resolution. The aerodynamic characteristics of the blades
are obtained from the tabulated airfoil data provided byKumar et al. [38] for low-Reynolds-
number incoming flow. Note that the averaged Reynolds number based on relative velocity
and chord length is about 1.155 × 104. The code is run for a long-enough time to guar-
antee that quasi-steady conditions are reached. After the flow reaches statistically steady
condition, the quantities of interest are averaged over about 2-min time span.

Figure 2 displays the contours of instantaneous and time-averaged streamwise velocity
in a horizontal x − y plane at the turbine equator. As can be seen, the wake recovers with
distance, as faster moving fluid gradually is entrained to the wake. The asymmetry of the
wake, especially very close to the turbine, is also observed in this figure which is mainly
related to the rotation of the turbine. In particular, the velocity deficit is stronger in the
upcoming blade region. Similar behaviour has been reported in previous numerical and

Figure . Contour plots of the normalised (a) instantaneous and (b) mean streamwise velocity in a hori-
zontal plane at the equator of the turbine.
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Figure . Comparison of lateral profiles of the normalised mean streamwise velocity obtained from two
different spatial resolutions at five different downwind locations: x/R= ., ., , ., and ..

experimental studies of the wake behind VAWTs [3,11–13,21,39–41]. It should be men-
tioned that, in this particular case, the wake is highly affected by the channel side walls.
In particular, the blockage effect induced by the side walls leads to a substantially larger
streamwise velocity in the regions between the turbine and the walls [3].

The lateral profiles of the mean streamwise velocity at the turbine equator are plot-
ted in Figure 3, and compared with the experimental data for five different downstream
locations at x/R = 1.67, 3.33, 5, 8.33 and 11.67. As can be seen, the pattern of the simu-
lated mean wake is in good agreement with experimental data, especially in the far-wake
region. In addition, the results show very little sensitivity to the grid resolution. Note that
the observed discrepancies between the LES results and the measurement data, directly
behind the turbine, are mainly related to the actuator line technique combined with the
presence of the neighbouring walls. As mentioned in the introduction, in the actuator
line method, the boundary-layer flow around the blades is not resolved. Hence, a larger
difference between the model prediction and the experiment is anticipated in the near-
wake region, where the geometrical details of the turbine greatly affect the flow structure
[42]. These results demonstrate the ability of LES combined with the actuator line method
to study wake structure after some downwind distance in the far wake. Since full-scale
VAWTs operate in the lowest part of the ABL and, unlike the experiment considered in
this section, are exposed to non-uniform and highly turbulent incoming wind, it is of great
importance and beneficial to investigate the wake structure behind a full-scale VAWT sited
in the ABL.

3.2. LES of the ABL flow through a full-scale VAWT

In this section, the LES framework is used to simulate the ABL turbulent flow over a stand-
alone VAWT. In the simulations, the 200 kWVAWT ‘T1-turbine’, which is a Darrieus-type
turbine with straight blades, is used. This turbine was designed and manufactured in 2010
by the company VerticalWind AB in collaboration with Uppsala University [43]. The rotor
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Figure . Vertical profiles of the (a) normalised streamwisemean velocity and (b) streamwise turbulence
intensity.

consists of three long straight blades with a span (H) of 24 m. The standard NACA 0018
airfoil with a chord length of about 0.75 m was used for the blades [44]. The rotor diameter
(D) is 26 m and the hub height (or equator height) of the turbine (zh) is 40 m. Below the
rated wind speed (�12 m/s), the tip-speed ratio of the turbine is set to 3.8. In this study, in
order to examine the effect of tip-speed ratio on the wake structure, we run the simulation
for two different tip-speed ratios, λR = 2.5 and 3.8. The lift and drag coefficients of the
blades are obtained from the tabulated airfoil data provided by Sheldahl and Klimas [45]
for high-Reynolds-number incoming flow.Note that the averaged Reynolds numbers based
on relative velocity and chord length are about 9.375 × 105 and 1.425 × 106 for tip-speed
ratios of 2.5 and 3.8, respectively.

To generate the inflow conditions for the simulation of VAWT’s wake, a precursor simu-
lation of the fully developedABL flow over a flat surface without wind turbine is performed.
The domain size is discretised into 192 × 96 × 96 grid points, with the resolution of 
x =
2.6 m, 
y = 2.6 m, and 
z = 2.4 m. The aerodynamic surface roughness is set to 0.05 m.
The boundary layer is driven by an imposed pressure gradient. The simulations are run for
a long-enough time to guarantee that stationary-state conditions are achieved. After reach-
ing statistically steady conditions, the quantities of interest are averaged over about 30-min
time span. The main characteristics of the simulated ABL, including time-averaged nor-
malised streamwise velocity and turbulence intensity, are shown in Figure 4. Note that the
mean velocity at the turbine equator is about 7.5 m/s and the turbulence level is about 10%.

Figure 5 displays the time-averaged streamwise velocity contours in a horizontal
x − y plane at the equator of turbine, as well as in a vertical x − z plane through the cen-
tre of the turbines, respectively, for λR = 3.8. The recovery and the expansion of the wake
with downwind distance, in both lateral and vertical directions, is clear in this figure. The
asymmetry of the wake in the top view in this figure, which is the inherent characteristic
of VAWT’s wakes, is also observed. This is mainly related to the greater velocity difference
between the incoming flow and the upcoming blades which leads to larger turbine-induced
forces and, consequently, a stronger wake in that region [40]. As can be seen, the asymme-
try of the wake is stronger in the near-wake region, up to x/D � 3 in this particular case,
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Figure . Contour plots of the normalisedmean streamwise velocity (a) in the horizontal x− y plane and
(b) in the middle vertical x− z plane at the centre of the turbine for λR = ..

Figure . Contour plots of the normalised wake velocity deficit 
U/Uh in the vertical y − z plane at
x/D= , , , ,  downwind of the turbine for λR = ..

and decreases as the wake is transported downstreamwhich is consistent with the previous
experimental observations [40,46].

Figure 6 shows two-dimensional fields of the normalised velocity deficit (
U/Uh) in
the lateral cross-sectional planes at different downwind of the turbines for λR = 3.8, where

U = Uin − U is the mean velocity deficit, and Uin is the mean streamwise inflow velocity.
As can be observed, the wake is recovered and also slightly shifted upward as it is trans-
ported downstream, which is mainly due to the non-uniform incoming flow induced by
the presence of the ground. To have a more quantitative insight about the turbine-induced
velocity deficit, the spanwise and vertical profiles of the wake velocity deficit through the
centre of the turbine are also shown in Figure 7 for two different tip-speed ratios of 2.5 and
3.8. As can be seen, the wake is stronger for the higher tip-speed ratio that is attributed
to the larger turbine-induced forces and, consequently, a larger effective blockage to the
flow in that condition [41]. It is also observed that the asymmetry of the wake is reduced
and occurs closer to the turbine by increasing the tip-speed ratio, which is consistent with
the numerical experimental observations reported in [12,15,46,47]. Moreover, this figure
shows that, although the incoming wind has a logarithmic profile, and the turbine has a
cylindrical shape, the velocity deficit has approximately Gaussian distribution after some
downwind distances for both tip-speed ratios.
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(a)

(b)

Figure . (a) Vertical and (b) lateral profiles of the normalised velocity deficit 
U/Uh through the hub
level at x/D= , , , ,  downwind of the turbine for two different tip-speed ratios of . and ..

The classical theories of shear flow (e.g. [48,49]) show that in the far-wake regions of bluff
bodies in free-stream flows, the velocity deficit has a self-similar Gaussian profile. To assess
the degree of self-similarity exhibited by the wake of the VAWT, we examine the scaled
velocity deficit f = 
U/
Umax as a function of ηy = (y − yc)/δyi and ηz = (z − zc)/δzi, i =
1, 2. Here, yc and zc are the locations of the wake centre, and δyi(x) and δzi(x) denote the
half-width of the wake in the lateral and vertical directions, respectively. The wake centre,
at each downstream distance, is defined as the location where themaximum velocity deficit
happens. Noted that for each lateral and vertical direction, two values for the wake’s half-
width are obtained corresponding to the two sides of the wake. This method allows us to
account for the asymmetry of thewake aswell as different lateral and vertical growth rates of
the wake [50]. Figure 8 shows the self-similar velocity-deficit profiles obtained at different
downwind distances in both lateral and vertical directions. In this figure, the wake’s half-
width δi(x), defined at each x as 
U (r=δi)

Uhub
= 1

2

Umax
Uhub

, is used as the characteristic wake width,
where r is the radial distance from the centre of the wake. The figure shows that the profiles
of f = 
U/
Umax plotted against η approximately collapse into a single Gaussian curve
except at the edges of the wake due to the stronger wind shear and flow acceleration at those
locations [13]. The slight asymmetry observed in the scaled wake velocity-deficit profiles
in the lateral direction is most likely related to the higher flow acceleration in the retreating
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(a) (b)

Figure . Scaledwake velocity-deficit profiles in the (a) lateral and (b) vertical directions, respectively, for
two different tip-speed ratios of . and ..

blade region compared to the upcoming blade one. This result shows that the velocity-
deficit profiles can be assumed to have a self-similar shape and can be characterised by a
two-dimensional multivariate Gaussian distribution after some downwind distance. These
results are particularity important for developing simple wake models to predict the mean
velocity-deficit downwind of the turbine.

... Analytical wakemodel
Behind the wind turbine, the momentum-deficit flow rate, Ṁ(x), is defined by [49]

Ṁ(x) =
∫

ρU (Uin −U )dA. (5)

In the self-similar region, Ṁ(x) can be re-expressed in terms of Uin, 
Umax and
f (η) = 
U/
Umax = exp

(
− r2

2σ 2
eq

)
, where σ eq is the equivalent standard deviation of the

Gaussian-like velocity-deficit profiles at each x [51–53]. This gives

Ṁ =
∫

ρU 2
in

(
1 − 
Umax

Uin
f (η)

)(

Umax

Uin
f (η)

)
dA. (6)

Application ofmomentum theorem to the turbine andwake, and neglecting the viscous and
pressure terms, show that the momentum-deficit flow rate Ṁ(x) is conserved and equals
the total thrust (T) over the rotor area [51]:

Ṁ(x) = T = 1
2
CTρApU 2

in, (7)

where CT is the thrust coefficient computed based on the projected area of the turbine
Ap = H × D. By inserting Equation (7) in Equation (6) and integrating from 0 to �, one
can obtain the following equation for the maximum velocity deficit:


Umax

Uin
= 1 −

√√√√1 − CT

2π
(
σ 2
eq/Ap

) . (8)
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Figure . Normalised equivalent standard deviation of the velocity-deficit profiles for two different tip-
speed ratios of . and ..

Figure . Comparison of the analytical model and LES data for the normalisedmaximum velocity deficit
for two different tip-speed ratios of . and ..

Note that such an approach is similar to that of Bastankhah and Porté-Agel [51] who
derived an analytical wake model for HAWTs. However, unlike their model in which the
wake velocity deficit is assumed to have an axisymmetric Gaussian shape, the current
approach assumes that the wake velocity deficit behind a VAWT can be well characterised
by a two-dimensional multivariate Gaussian distribution.

Figure 9 illustrates the variation of σ eq/D as a function of normalised downwind dis-
tance. Note that the equivalent standard deviation of the wake is defined as σeq = √

σyσz,
where σ y and σ z are the standard deviations of the two-dimensional multivariate Gaus-
sian distribution fitted to the velocity-deficit fields shown in Figure 6. It is found that the
wake behind a VAWT expands approximately linearly in the range of 4 < x/D < 12. It is
also observed that, although the thrust coefficient (i.e. the induced forces) of the turbine
is different under different tip-speed ratios, the growth rate of the wake is very similar.
This finding is in agreement with the previous studies that show the wake recovery is pri-
marily affected by the characteristics of the incoming ABL rather than the turbine loading
[51,54,55].

Figure 10 shows the variation of the normalised maximum velocity deficit, as a function
of normalised downwind distance, obtained from the analytical model and the LES sim-
ulation for two different tip-speed ratios. Note that, for the particular cases considered in
this study, the thrust coefficient of the turbine, CT, for the tip-speed ratios of 2.5 and 3.8 is
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Figure . Contour plots of the normalisedmean streamwise velocity (a) in the horizontal x− y plane and
(b) in the middle vertical x− z plane at the centre of the rectangular porous plate.

equal to 0.34 and 0.64, respectively. As shown in this figure, the analytical model is able to
predict the maximum velocity deficit in the wake downwind of the turbine reasonably well.

3.3. Parameterisation of VAWTs in LES on very coarse grid resolutions

Due to the small size and cylindrical shape of VAWTs, the simulation of VAWTs is
computationallymuchmore expensive compared to theHAWTs counterpart. Hence, in the
simulation of large wind farms, including both HAWTs and VAWTs, it is of great impor-
tance to have simple parameterisation for VAWTs to reduce the computational complexity
of the simulations. The most straightforward method to parameterise VAWTs in LES on
very coarse grid resolutions is using a rectangular porous plate [7]. Here, we aim to com-
pare the results obtained from the simulation of the wake behind a rectangular porous plate
with the ones behind the VAWT. In the simulation of the ABL flow through the porous
plate, a constant and uniform thrust coefficient is applied over the porous plate. Note that
this parameterisation only considers an overall axial force, and ignores the tangential forces
and the effect of the turbine-induced flow rotation. Hence, it is not able to capture the asym-
metry of the wake observed in the near-wake region.

Figure 11 displays contours of the mean streamwise velocity viewed both in the hori-
zontal direction (x − y plane at turbine hub height) and the vertical direction (x − z plane
through the centre of the turbines). The thrust coefficient of the rectangular porous plate
is set to CT = 0.64 which is corresponding to the VAWT with the tip-speed ratio of 3.8. As
can be seen, unlike the wake behind the VAWT, the wake is symmetric due to the uniform
thrust coefficient used in this condition. In order to have more quantitative insights about
the difference between the wake behind the VAWT and the porous plate, profiles of the
wake velocity deficit at different downstream distances are shown in Figure 12. As shown
in this figure, the difference in the velocity deficit is larger, very close to the turbine in the
near-wake region (e.g. x/D � 3). This is because in the rectangular-porous-plate model,
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(b)

(a)

Figure . Comparison of the (a) vertical and (b) lateral profiles of the normalised velocity deficit
U/Uh
through the hub level behind the VAWT for λR = . and behind the rectangular porous plate (PP) with
CT = ., respectively, at x/D= , , , , .

the lateral forces as well as the non-uniform distribution of the axial force are ignored. In
addition, this model is not able to resolve the tip vortices which have a significant effect on
the wake, especially very close to the turbine. However, the velocity-deficit profiles are very
similar after some downwind distance at x/D � 6. This result shows that parameterisation
of a VAWT as a rectangular porous plate can yield reasonable results for the mean velocity
deficit at far-wake regions.

4. Summary and conclusions

In this study, LES was combined with a turbine model to investigate the structure of the
wakes behind VAWTs. In the simulations, the tuning-free AMDmodel was used to model
the subfilter stresses, and the actuator line technique was employed to parameterise the
turbine-induced forces (e.g. lift and drag).

The LES framework was first validated against the laboratory data in the wake of a
straight-bladed VAWT placed in the water channel. Then, it was used to study the wake
behind a full-scale VAWT sited in the turbulent ABL. It was found that the wake veloc-
ity deficit has self-similar properties following a Gaussian distribution except at the edges
of the turbine due to strong wind shear and flow acceleration at those regions. Inspired
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by the obtained results, an analytical model was proposed and tested to predict the max-
imum velocity-deficit downwind of a VAWT. The proposed model is based on apply-
ing momentum theorem and assuming a two-dimensional multivariate Gaussian distri-
bution for the wake velocity deficit. The results showed that the proposed model is able
to predict the maximum velocity deficit in the wake of a stand-alone VAWT with a good
accuracy.

Finally, a simple parameterisation of VAWTs for LES on very coarse grid resolutions was
proposed. Through this model, the turbine is parameterised as a rectangular porous plate.
A constant and uniform thrust coefficient is applied over the porous plate which is equal to
the averaged thrust coefficient of the VAWT. The simulation results showed that both wind
turbine models have similar predictions for the wake velocity deficit in the far-wake region.
These findings are of particular importance in simulations of large wind farms including
both VAWTs and HAWTs in which, due to the coarse spatial resolution, the flow around
individual VAWTs is not resolved.
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